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Introduction 

        A microwave filter is being used to provide band selectivity in mobile 

communication and satellite communication, RADAR and remote sensing systems 

operating at microwave frequencies. Basically, for filters with high-frequency 

selectivity, the guard band between channels can be made very small. Although a 

tremendous amount of research and development had been devoted to microwave 

filter theory and technology, as specifications for the required filters become more and 

more stringent, the need of newer approaches for design and fabrication is still 

increasing. Characterization of filter structures has two major components namely 

analysis and synthesis. Analysis is the process of obtaining electrical parameters of the 

filters from the given physical parameters whereas synthesis is the process of 

obtaining the physical parameters of filter structures for the specified electrical 

parameters. 

 Since early part of the century, the classical Butterworth and Chebyshev 

approximations were used for the filter network synthesis. Distributed filter structure 

designs are being carried out by either image parameter techniques or insertion loss 

techniques using approximations based on classical Butterworth and Chebyshev 

functions. However, the tuning of these microwave filters became a difficult task, 

especially when the transfer function had the maximum allowable number of 

transmission zeros and poles. An alternative approach is to iteratively adjust a set of 

filter element values until the zeros, poles, and the scale factor of the characteristic 

function of the microwave filter match with the required values resulting in the desired 

response. The main aim of this project is to reduce the optimization time to reach the 

required specification of the filter response.  

 

 

 



Literature survey Report 

 Filter is a component that provides the front end band selectivity in wireless 

and satellite communications, radar, electronic warfare, and remote sensing systems 

operating at microwave frequencies. In general, the electrical performance of filters is 

described in terms of insertion loss, return loss, bandwidth and group-delay. Filters are 

required to have a small insertion loss and a large return loss for good impedance 

matching with interconnecting components and high-frequency selectivity to prevent 

interference. Hence, the guard band between channels can be made very small for filters 

with high frequency selectivity. Further, smaller group delay and smaller amplitude 

variation of the filter response in the pass band are required for minimum signal 

degradation. Although a tremendous amount of research and development has been 

devoted to microwave filter theory and technology, as the specifications for the required 

filters become more and more stringent, the need for further development of new 

approaches in respect of design and fabrication techniques are still increasing.  

 OPTIMIZATION FOR FILTER DESIGN 

 In recent years the design of microwave filters involved the application of 

some kind of synthesis to meet the desired electrical specifications. Microwave filter 

synthesis is divided into two optimization processes namely; parametric optimization for 

component values and topological optimization for filter structures. In general, the 

topological optimization is more difficult than the parametric one, since there are no 

simple rules to describe microwave filter topology and there is a huge set of possible 

topologies even in the case of very few components (Shibata et al 2003). However, in this 

case one can explore the possibilities unconventional topologies that will result in the 

desired response. Many optimization methods have been demonstrated in order to 

synthesis and tune the microwave filters. 



 Optimization techniques such as the gradient-based method (Bandler et al 

1994), space mapping (Bandler et al 2002, Bandler et al 2004), and neural networks 

(Rayas-Sanchez 2004) are available for the design of microwave circuits. Hsu and Huang 

(Hsu and Huang 2005) proposed a simulated annealing algorithm to design dual -

wideband microstrip line filters for WLAN applications. This approach worked on the 

electrical parameters based on a given circuit topology. A great deal of effort has been 

made on searching for the design parameters based on a given circuit topology. Only a 

few attempts thus far have been made at developing an algorithm capable of searching for 

the circuit topology, as well as the electrical parameters simultaneously. It has been 

reported in the literature that Evolutionary Algorithms have the capability to optimize  

both the topology and the parameters of the filter. These algorithms work with the design 

goals, a set of available models and the constraints. Genetic algorithms (GAs), first 

introduced by Holland in 1975, have been widely used in science and engineering  

problems (Goldberg 1989, Gen and Cheng 2000) has proved to be useful for solving 

complex electromagnetic problems (Ruhmat-Samii and Michielssen 1999, Choo and Ling 

2003, Chakravarty et al 2002, Wener et al 2000, Peik and Chow 1997, Nishino and Itoh 

2002, Nishino and Itoh 2003).  

 For microwave filters synthesis, Peik and Chow (1997) focused on searching 

for the optimal electrical parameters based on a given circuit topology. Nishino and Itoh 

(2002) proposed a scheme to describe the physical parameters and topology of the circuit 

and integrated this representation scheme with conventional GAs (Nishino and Itoh 

2003). Then these methods are used to explore an efficient computer-aided tool, to 

synthesize dual-band band pass filters including the circuit topology, as well as the 

corresponding electrical parameters. Since the conventional optimization algorithms are 

used for model parameter extraction, for this type of multi-parameter optimization, global 

optimization algorithms such as genetic algorithm have been attempted. However the 

genetic operators, such as selection, crossover, and mutation are relatively complex (Zhen 

and Lihui 2003).  



 The PSO has been recently introduced to electromagnetic community for 

optimization process (Robinson and Rahmat-Samii 2004). PSO is a robust stochastic 

evolutionary technique based on the movement and intelligence of swarms which has 

been shown to be effective in optimizing complicated multidimensional problems. PSO 

has been applied for modeling, design and optimization of RF passive devices such as 

inductors, filters and antennas (Mandal and Arijit-De 2005). PSO method was used for 

the design of microstrip coupled transmission line filter for Ultra Wide Band systems by 

Zhang and Feng (2006).  

 PSO is akin to Genetic Algorithm and simulated annealing in as much as it is a 

stochastic method performing a global search in the parameter space without getting 

trapped in to local minima. Motekovits et al (2004) have applied PSO for the design of 

symmetric microstrip band pass filter. It has the inherent simplicity of GA while 

converges much faster than conventional evolutionary algorithms. Mahanfar presented a 

simple and universal design procedure for planar microwave band pass filter and inferred 

that PSO method is fast, robust and well suited for fast paced engineering design 

environment. Wang et al have proposed a novel design approach for planar microwave 

filters with irregular shapes, which lead to more freedom and possible optimal designs. 

The finite element method and particle swarm optimization tools are combined together 

for the search of optimal filter structure leading to miniaturization (Wang et al 2005). 

 The ever-increasing demand of wireless communication applications 

necessitates RF transceivers operating at multiple frequency bands such that the users can 

access various services with a single multimode handset. To reduce the volume and 

weight of communication circuits and equipment, many dual-band and multi-band 

components, including antennas (Kuo and Wong 2003), amplifiers (Hashemi and 

Hajimiri 2002) and filters (Miyake et al 1997, Tsai and Hsue 2004, Chang et al 2004, 

Uchida et al 2004) have been developed. The dual-band band pass filter consists of two 

single-band band pass filters operating at the upper band and the lower band which can 



be simply connected to achieve the desired dual-band band pass filter, although tuning 

between the two single band filters is very difficult and size of the filter is also increased.  

 To realize the dual band filter, Wada and Hashimoto (2000) have attached a 

lumped capacitor to the center of an open-circuited uniform impedance resonator (UIR). 

The capacitor will lower the even mode resonance and will not affect the odd resonances. 

Therefore, the second frequency of the structure will be limited to be lower than twice the 

first one.  

 Dual-band filters have been proposed by Yamashita, using Stepped Impedance 

resonator (SIR). This SIR can control second passband by adjusting its impedance ratio 

and the electric lengths (Makimoto and Yamashita 1980). By properly selecting the 

relevant impedance or strip width ratio, the dual-band filters can be created using this 

SIRs (Chang et al 2004). For improving insertion losses in both dual pass bands, the 

external feed lines require an additional impedance transformer to make perfect 

impedance matching (Lee 2004). Due to this the size and complexity of the design have 

become the key issues. 

 If a SIR is employed, both the fundamental and the second resonances can be 

easily adjusted over a wide frequency range by simply changing its structural parameters 

(Kuo and Shih 2003). As a result, the second resonance can be either higher or lower than 

twice the fundamental one. Chang et al have used SIRs to successfully design dual -band 

filters in comb and hairpin structures. Unfortunately, the filter order and description of 

design methods are limited. Thus far, it is still a real challenge to circuit designers in 

designing a single filter with two pass bands which are simultaneously synthesized. Kuo 

and Cheng (2004) have described the planar filters with a dual-pass band response with 

the help of quasi-elliptic function. In this, four hairpin resonators with two different 

geometric dimensions are designed to establish appropriate couplings in the cross-

coupled structure.  



 During 2005, Sun S and Zhu L have explained the dual-band filter without any 

external impedance transformer (Sun and Zhu 2005) and its overall size was further 

minimized (Sun and Zhu 2005). But the second passband of the above dual-band filters 

has higher insertion loss about 3 dB or more than 3 dB. Alternatively, Chen and Hsu 

(2006) have  used folded open-loop ring resonators (OLRR) to create a virtually lossless 

dual-band microstrip filter. The filter is comprised of two uniform microstrip lines and 

two pairs of OLLRs. The OLRRs are placed between two microstrip lines and each has a 

perimeter about a half-wavelength. Half-wavelength OLRRs is applied to design planar 

band pass and band stop filters. Each of the fold half-wavelength ring resonators has the 

maximum electric field density near the open ends of the line, and the maximum 

magnetic field density around the center valley of the line at resonance. This dual-band 

filter using coupling mechanism which has advantages of low insertion loss, wide tunable 

range of either pass band, transmission zeros, easy to design, and without external 

impedance-matching block. 

 Dual band pass filters are realized in monolithic (Miyake et al 1997) and planar 

forms (Wada and Hashimoto 2000, Tsai and Hsue 2004, Kuo and Cheng 2004). The dual 

band pass filter realization consists of two integrated circuits, and each of them is 

implemented individually for one frequency band. This is a viable alternative using a 

double diplexing scheme consisting of two distinct filters which are diplexed at each end 

to achieve the desired two-port dual-band characteristics. In this way, extra impedance-

matching networks have to be designed for the two-in and two-out structure (Miyake et al 

1997). Tsai and Hsue have described a dual-band bandpass filter by a cascade connection 

of a band pass and a band stop filter (Tsai and Hsue 2004). During 2006, Chen and Hsu 

have explained a resonator which is embedded into another one to obtain two pass bands.  

 The synthesis of a microwave filter starts with the selection of a transfer 

function that fulfills the electrical specifications. For single-band filtering characteristics, 

quasi-elliptic polynomial functions given by explicit formulas are widely employed 



(Cameron 1999). The synthesis of microwave filters presenting two pass bands has been 

faced in the past, using frequency-variable transformations based on the Zoltarev function 

(Levy 1970, Bell 2001); this approach did not allow to control the attenuation of the stop 

band between two pass bands. Moreover, the trend today is towards solutions using 

planar filters such as coupled lines or topologies with transmission zeros (Hong and 

Lancaster 1996, Quendo et al 2004). They are very attractive because of the reduced bulk 

and low production cost. These considerations led to use dual-behavior resonators 

(DBRs) because they are planar and induce transmission zeros (Quendo et al 2003, 

Quendo et al 2004).  

 The DBR topology is one among the alternative solutions to reduce above said 

constraints. It consists of a two different stop band structures in parallel connection. Each 

of them brings its own transmission zero on either side of the pole (Quendo et al 2003, 

Quendo 2004) to obtain the dual pass band. A very easy way to design such a resonator is 

to associate two different open-ended stubs in parallel. This solution is very interesting in 

a limited band because of low insertion loss, good flatness, and high rejection level, but 

also of size and cost.  Unfortunately this method generates spurious harmonics which 

appears on either side of the band pass response, that have to be carefully eliminated. 

Spurious resonance in the low-frequency band can be suppressed by employing short-

circuited stubs as stop band structure (Quendo et al 2004). But, this solution implies the 

use of via holes and, thus, relies on a more complex technological process.  Manchec et al 

have proposed open-ended stubs for utilizing the stop band structures in the DBRs 

associated with capacitive inverters to keep a via-less solution (Manchec et al 2006). The 

resulting structure is called capacitive-coupled dual-behavior resonator (CCDBR) filter 

and dedicated to the elimination of spurious resonances at low frequency. However, 

getting the desired value of the capacitances from a classical planar technology is very 

difficult. This is solved by moving the coupling to the resonators, which leads to 

physically acceptable solutions. Conversely, the secondary effects of the resonators have 



to be neglected.  Another way to eliminate the spurious responses a robust optimization 

technique is required to place the zeros on either side of the poles.  

 Peik and Chow (1997) have developed an algorithm on searching for the 

optimal electrical parameters based on a given circuit topology to reduce spurio us 

responses. Many filters with several pass bands and stop bands were found by Nishino 

and Itoh (2002). Nevertheless, the representation scheme merely modeled by the 

transmission-line segments with equal width and open-circuited shunt stubs (Nishino and 

Itoh 2002); it is difficult to realize dual-band band pass filters with sharp cutoff in the 

pass bands, as well as good rejections in the stop bands. The synthesis of these kinds of 

filters could be analytically approached with a general pole-zero placing technique 

(Amari 2000, Mokhtaari et al 2006); however, since this technique is based on numerical 

optimization, the convergence is not always guaranteed and its effectiveness may be 

questionable especially in the case of high-selectivity requirements. 

 Uchida et al (2004) have developed a band pass filter with smaller insertion 

loss through the formation of two closely spaced rejection bands, using a novel 

frequency-transformation technique. This technique has been borrowed and extended by 

Guan et al (2005), and is proposed to facilitate the design of dual-band BPFs. This theory 

has commenced a conventional prototype low pass filter (LPF) and a frequency 

transformation, which converts the prototype LPF into a band pass filter (BPF). After a 

second frequency transformation is carried out, the BPF is converted into a dual-band 

BPF. The dual-band BPF owns a different configuration compared with those of 

conventional BPFs. To simplify the realization of the obtained dual-band BPF using 

distributed transmission lines or waveguides, admittance inverters are introduced 

successively to evolve the filter into new topologies. The final circuitry of the dual -band 

filter consists of only series LC resonators and admittance inverters, and hence can be 

easily realized by using distributed transmission lines and conventional design 

techniques. The Design of dual-band band pass filter sensitivity depends upon the 



location of transmission zeros at both ends of the bands. Hence an efficient optimization 

procedure for generating dual band characteristics which guarantees that for critical 

specifications in the stopband and the passband of an optimal response is obtained (Lunot 

et al 2007). 

 ISSUES WITH DUAL BAND FILTER 

 Basically, a dual-band filter is a combination of two different single-band 

filters (Miyake et al 1997) but suffers from high insertion loss, poor return loss and 

increased size. The PSO based optimization of filters, considered a circuit parameter 

namely insertion loss as an objective and hence configured a combination of a class of 

filter elements (resonators) to meet the desired response. However, in a filter there are 

other circuit parameters such as return loss can influence the response. Being conflicting 

in their behaviors there is an essential requirement for considering both insertion loss and 

return loss simultaneously for the design of optimal band pass filter.  

Objectives of the project  

• To develop a novel synthesis procedure for the design of microwave band pass 

filter with stringent requirements such as small size, high performance means 

sharp cutoff, low insertion loss in the pass bands, and better out-of-band rejection. 

• To design a dual-band filter with transmission zeros of the required bands.  
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 Particle Swarm Optimization (PSO) 

 The particle swarm optimization (PSO) technique is a relatively new technique 

for microwave community. It has received a huge attention and popularity due to its 

algorithmic simplicity and effectiveness for solving complicated microwave problems. 

The Particle Swarm Optimization (PSO) technique has been developed by Eberhart and 

Kennedy in 1995 and it is a simple evolutionary algorithm which differs from other 

evolutionary computation techniques which is motivated from the simulation of social 

behavior (Kennedy and Eberhart 1995).  

 Particle swarm (PS) procedure is gaining popularity due to its inherent simplicity 

and faster convergence (Kennedy and Eberhart 2001, Clerc and Kennedy 2002) than 

other conventional evolutionary algorithms like Genetic al gorithm. PSO is the extension 

of genetic algorithms (GA), which performs a global search in the parameter space 

without getting trapped in to local minima. PSO is an effective population based self 

adaptive search optimization method, which has been successfully applied in the 

electromagnetic field for optimization. Compared to GA (Yeo and Lu 1999), the 

advantages of PSO are that it is easy to implement and there are few parameters to adjust 

(Yeo and Lu 199 

 

 

 

 

 



 Methodology: 
 

 
 

 

 

 

 

 

 

 

 

 

                              

Figure 1: Schematic flow diagram of the proposed method  

 

Code development for Particle swarm optimization: 

 

PSO is relatively a novel approach for global stochastic optimization. In this 

method, the population dynamics simulate the behavior of a ‘bird’s flock’, where social 

sharing of information takes place and individuals profit from the discoveries and 

previous experience of all other companions during the search for food. Thus, each 

companion, called particle, in the population, or swarm, is assumed to ‘fly’ over the 

search space looking for promising regions on the landscape.  

It simulates basically the function of a swarm, or flock, of beings wandering in the 

parameter space and is based on a ‘social interaction’ metaphor in which the path of  the 

beings in the parameter space is controlled according to a swarm- or flock-like set of 

rules. The position of each particle is used to compute the value of the function to be 

optimized. Individual particles are then attracted, with a stochastic-varying strength, by 

Literature survey 

PSO code generation 

 

Generation of filter structures 

Design and Simulation of the filter 

structure 

Fabrication, Testing and measurement of the filter 

structure 



both the position of their best past performance and the position of the global best 

performance of the whole swarm 

In PSO, each particle represents an alternative solution in the multidimensional 

search space. Thus these particles are multi-dimensional vectors whose trajectories are 

updated based on the velocity defined by its previous best success, pbest, and the best 

success achieved by the best particle in the swarm, gbest. 

The velocity and position of the particles are updated based on the following 

equations:
  

         txgrctxprctwvtv nibestnibestnini ,22,11,, 1 
 (1)

 
     11  tvtxtx iii               (2)                

where xi,n(t)and vi,n(t) are the current location and velocity vector of the i
th

 particle in its 

n
th

 dimension. w is the inertia weight used to control global exploration and local 

exploitation of the particles, and is usually varied linearly from 0.9 to 0.4 in a decreasing 

order throughout the simulation, c1 and c2 are the acceleration constants that act as 

weights to provide the relative pull for each particle towards pbest and gbest positions. r1 

and r2 are two uniformly distributed random variables in the range [0,1] to provide a 

stochastic variation in the relative pull towards pbest and gbest. The velocities are in 

between ± vmax of all particles in the population, in the D-dimensional search space, 

where  

                           
 

max max min
0.25 xv x                                      (3)                   

 In most cases, the parameters vmax ,vmin that act as an upper and lower limits 

respectively for the achievable velocity of the particles. They are also used to control the 

ability of the particles to search and be confined within the search space. In the i
th 

iteration, d
th

 dimension, the vi(d) is calculated by  

          max maxmin ,max ,i iv d v d v d v d                                         (4) 
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 However, it has been noted that the particles may still occasionally fly to a 

position beyond the search space, and hence produce an invalid solution. The inertia 

value, w, is updated in all iterations by the equation as is taken from Baskar (Baskar et al 

2005). The inertia weight value for i
th

 iteration is calculated by 

 
   0 0.2 max_

( ) 0.2
max_

w iter i
w i

iter

  
   , where w0 =0.9,                        (5) 

 This algorithm is iterated until the convergence criterion is met when the 

evaluation count reaches the maximum value or one of a particle in the group reaches the 

minimum fitness value i.e., zero.  

 Figure 2 illustrates the flowchart of the proposed PSO algorithm. The first step 

is to generate ‘n’ random particles satisfying all constraints. The initial position values of 

the particle are taken as such. The initial best positional values within the particles and 

the global positional values within the initial iteration are found. Following this the 

fitness value of every constraint satisfied particle are evaluated. If the fitness value 

reaches the convergence criterion such as iteration count reaches the maximum value or 

the fitness value either reaches the minimum value or close to zero, then the optimum 

particle is identified. Otherwise, the algorithm is iterated continuously with the change in 

position and velocity values that will change the local best and global best values. 

                                     Figure 2 Flowchart of the proposed method   

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

PSO for Microwave Filter Design 

 

 A novel PSO based filter synthesis procedure is proposed as a suitable 

alternative of the conventional design and modeling approaches. The proposed PSO 

approach is capable of searching the filter structure and its corresponding electrical 

parameters directly from the desired response.    

 Design    procedure  

 The PSO based filter synthesis approach consists of formation of filter 

structure, calculation of S-parameter, generation of fitness function with constraints, 

evaluation of fitness value and minimization of fitness value using PSO (Figure 3).  

 

 

Figure 3 Schematic diagram of the proposed method 
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1      Formation of Filter structure  

 To start with, an arbitrary filter structure is formed with the help of 

transmission line elements, as shown in Figure 4 (Ming-Iu Lai and Shyh-Kang Jeng 

2006). The type of transmission line, the mode of connection with the neighboring circuit 

elements and the electrical parameters of the corresponding elements are shown in Table 

1. Null is a special element used to describe a circuit with an arbitrary filter orders. 

 In this approach an arbitrary two-port network can be used to represent a set of 

filter structures, Figure 4 (a), in matrix form. A matrix 8 x 6 shown in Figure 4(b) 

represents the filter structure considered.  

Table 1 Basic filter elements 

Type Name 
Network 

topology 
Connection 

Electrical 

parameters 

Limits 

of Z01 

and 

Z02 in 

Ω 

Limits 

of θ1 

and θ2 

in ˚ 

0 TL  Cascade Zo1 1  67-110 30-100 

1 Sh_TL_OC  

 

Cascade Zo1 1  67-110 20-160 

2 Sh_TL_SC  

 

Cascade Zo1 1  67-110 20-160 

3 Sh_TL2_OC  

 

 

Cascade Zo1  1  

Zo2 2  

67-110 20-120 

4 Sh_TL2_SC  

 

 

Cascade Zo1 1  Zo1 

2  

67-110 20-120 

5 Null  0 0  0 0 0 



Type 0  0 0 

4 

0 

1 

0 

1 

 

 

Zo1, Zo2 – Characteristic impedance of the transmission line sections.  

21,  -- Electrical length of the transmission line section at fo, degrees. 

 

 

 

 

 
 

 

 

  

  

Figure 4(a) Basic filter structure 

 

 

 

  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 4(b) Matrix representation of a filter structure 

 

 In Figure 4(b), the first column illustrates the type of filter element, second 

column represents the way of connection and other columns are used to represent their 

electrical parameters. 

  

 

 

0     0        65.2    62.4     0         0                       

0     0        23.5    45.7     0         0      

1     0       25.13  70.2     0          0      

0     1       41.5    32.7     0          0     

4     0       80.4    48.9    38.1   26.2  

0     0       53.5    72.7     0         0      

1     0      75.13   62.2     0         0      

0     0      18.5     81.7     0         0 

 

 

Describing a 

filter element 

Connection approach          

0: Cascade connection             

1: Parallel connection 
Corresponding electrical 

parameters 

 

Fil ter s tructure    = 



2    Calculation of S-Parameter  

 The ABCD-matrix T1  for a (type 0) transmission line with characteristic 

impedance Z1 and electrical length θ1 is (Pozar 1998). 

 

1 1 1

1 1
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 
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              (6) 

The ABCD-matrix T2 represents the short-circuited stub section (type 2) as  

 
2

2 1
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1
1

tan

T
j

Z 

 
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               (7) 

For an example eight element band pass filter structure, as shown in  

Figure 3(a), the ABCD parameter of this filter structure is given as 

 
8

1

i

i

A B
T T

C D

 
   

 
                (8) 

The transmission coefficient value (S21) of a structure is obtained from the resultant 

ABCD values and is given by 

 
21

0 0

2
S

A B Z CZ D


                 (9) 

3      Generation of the objective function with constraints 

 The design problem can be written as  

    * arg min
P

P F S P             (10) 



where ‘P’ is the filter structure which acts as a particle in the PSO, S(P) is the simulated 

scattering parameter of the particle F(·) is the fitness function and P
*
 is the optimum 

particle. The fitness function (F) is given by (Ming-Iu Lai and Shyh-Kang Jeng 2006)  

 
1

N

j j
j

F w f


              (11) 

where wj is the weighting value at the j
th

 sampling point,  
2

j j jf d S  and dj and Sj are 

the magnitude of the desired and simulated scattering parameters at the j
th

 sampling point 

respectively. Constraints for the fitness function in the synthesis of filte rs are that 

primarily, the electrical parameters must lie within the lower and upper limits so that the 

fabrication issues and discontinuity effects are reduced. Secondly, the stubs have to be 

connected in cascade such that the junctions are to be either step-, tee- or cross-junctions 

and other than these, the lines cannot be realized practically. Finally, the location of 

transmission zeros must be defined clearly so that the time required for computation of 

frequency response is reduced. 

 For a filter structure with an open- or short-circuited shunt stub, the location of 

zeros can be determined by 
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0
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2
n

n
f f






  (for type Sh_TL_OC)                      (12a) 

   01nf n f



   (for type Sh_TL_SC)               (12b) 
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0
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2 1

2
n

n
f f


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



 (for type Sh_TL2_OC)              (12c) 

   0

1 2

1nf n f


 
 


 (for type Sh_TL2_SC)                      (12d) 

where θ, θ1, and θ2 are the electrical length of the stubs in radians, f0 denotes the reference 

frequency, and n = 1,2, . . . .  



 Figure 5 illustrates the non-feasible junction of the microwave filter elements. 

The filter elements 3, 4, 6 and 7 creates a cross junction.  

 

 

Figure 5 Illustration of the step, tee, cross and other junctions of the filter structure 

4       Evaluation of Fitness value using PSO 

 

 The next step in the filter synthesis of a proposed method is to optimize the fitness 

function using PSO. All particles have positions representing possible solutions 

that are evaluated by the fitness function formed by the problem to be optimized 

and velocities that direct the flying of the particles for better convergence. The 

first step for this is to generate ‘n’ arbitrary filter structures namely the particles 

satisfying the constraints. The S-Parameter and fitness value of all particles are 

evaluated using equations (9) and (11) respectively.  

 In PSO, each particle represents an alternative solution in the multidimensional 

search space. Thus these particles are multi-dimensional vectors whose trajectories 

are updated based on the velocity defined by its previous best success, pbest. The 

best success is achieved by the best particle in the swarm, gbest.  

 The position of the particle is related with the characteristic impedance and 

electrical length of the filter structure and the velocity is related with the step 

change value of the same parameters for all iterations. Then the velocity and 

1 

2 

3 

4 

5 

6 

7 

8 

9 



position of the particles are updated by the equations (1) and (2) (Mandal and 

Arijit De 2005). 

 

Filter design and testing report 

Develop a structure for dual band filter: 

 

 To show the validity of the proposed PSO based filter synthesis methodology, a 

set of band pass filters representing various orders in a chosen wireless band is 

designed. A dual-band band-pass filter with the first centre frequency at 3.5GHz 

(fc), second center frequency at 5.5 GHz, bandwidth of 200 MHz having near 0 

dB insertion loss in the pass band and 20dB rejection in the transition bands of 2 to 

3 GHz, 4 to 5 and 6 to 7 GHz is considered. Initially one lakh dual-band band-pass 

filters with various orders are generated. The filter structure consists of several 

basic filter elements which were taken from the Table 1.  

 The filter structure thus formed is represented by a matrix form, 10 x 6, as its s ize 

is maintained by the null element of the filter structure.  From this formed filter 

structures only ten structures/particles satisfied the constraints. The electrical 

parameters of the filter structures are generated for the given specifications, using  

Table 1, that are taken as the initial particle position of the PSO. The electrical 

parameter values are changed iteratively with respect to the obtained Zpbest, 

Zgbest, θpbest and θgbest. 

  The fitness value of the filter structures are calculated using equation (13).                                        

   * arg min
P

P F S P        (13)                                                                                                  

The fitness value fully depends on the selection of weight value. The impedance 

values and electrical lengths of the filter structures are optimized using equations 



(1) and (2) until the evaluation count reaches the maximum value or one of a 

particle in the group reach the target fitness value zero or close to zero.   

 The proposed PSO algorithm has been implemented in MATLAB environment. 

The fitness value of the optimum filter structure satisfying the specification is 

found to be 0.1017. The time taken for obtaining the converged filter structure 

solution is 102.2 seconds. The rate of convergence is shown in Figure 6. It can be 

seen from the figure, that the sharp glitches are automatically removed by the 

inertia weight values which was calculated by the equation (2). For the chosen 

specification the optimum filter structure has three transmission lines and seven 

open circuited shunt stubs.    Filter elements and its electrical parameters of the 

optimum filter structure are given in Table 2.  

 

 

Figure 6 Fitness value versus Number of Iterations curve for PSO based band pass 

filter 

 

 



Table 2 Optimum filter structure and their electrical parameters using PSO 

Type 
Impedance 

( Ω) 

Electrical 

length (˚) 

Impedance 

( Ω) 

Electrical 

Length 

(˚) 

Sh_TL2_OC 100.14 105.12 71.97 89.9 

Sh_TL_OC 87 92.3 0 0 

TL 57.8 91.64 0 0 

Sh_TL_OC 108.08 87.04 0 0 

Sh_TL2_OC 101.07 73.6 65.05 194.7 

TL 65 76.35 0 0 

Sh_TL2_OC 71.5 49.42 0 0 

TL 60.2 102.57 0 0 

Sh_TL_OC 60.59 161.7 0 0 

Sh_TL_OC 71.0 56.71 0 0 

 

 

 Evaluation of the method:  

 

Table 3 Optimum structure and their electrical parameters for single band 

bandpass filter using PSO 

Type 
Impedance 

( Ω) 

Electrical 

length (˚) 

Impedance 

( Ω) 

Electrical 

Length 

(˚) 

Null --- --- --- --- 

Null --- --- --- --- 

Sh_TL_OC 85.89 91.36 0 0 

Sh_TL_OC 55.3 131.5 0 0 



Null  --- --- ---- ---- 

TL 45.8 127.76 0 0 

Sh_TL_OC 103.5 61.35 0 0 

Sh_TL2_OC 42.9 80.8 54.7 90.9 

TL 60.1 137.2 0 0 

Sh_TL_OC 109.2 147.6 0 0 

 

 The optimum filter structure obtained from the PSO technique is simulated using 

the simulation software ADS2002C. Basic filter elements like TL, Sh_TL_OC, 

Sh_TL_SC, Sh_TL2_OC and Sh_TL2_SC are joined together to form the final 

filter structure. The layout of the filter structure is shown in Figure 7.  

           

  Figure 7 Layout of the optimum filter structure using PSO 

 The optimized filter layout is fabricated on a glass epoxy substrate with a 

dielectric constant (εr) of 4.6 and a thickness of 1.6 mm, as shown in Figure 8 and 

its RF performance is measured using the Agilent N5230A vector network 

analyzer.  

                        

            Figure 8 Photograph of the fabricated PSO based dualband band pass filter 



The insertion and return loss versus frequency are shown in Figure 9(a) and (b). 

For the simulated model, the insertion loss of less than 2 dB in the required first 

and second passband of 200MHz, the return loss of  15.5 dB at the first center 

frequency and 35 dB at the second center frequency. The measured response is 

shown in Figure 5.5(b). The measured insertion loss within the pass band is 

around 5 dB and return loss is 35 dB at the first pass band and insertion loss within 

the pass band is around 7 dB and return loss is 15 dB at the second pass band. It is 

to be noted from Figure (b), the insertion loss of the filter is around 5 dB in the 

pass band, due to the different types of filter elements which are connected 

together lead to discontinuity effect. The computational time required for the 

selection of optimum filter structure is less, roughly 102 sec. as compared to 7.0 

hours taken for particle generation with constraint.     

 

Figure 9(a) S11 and S21 versus frequency of the simulated PSO based dual band 

filter 

 



 

Figure 9(b) S11 and S21 versus frequency of the fabricated PSO based dual band 

filter 

 

 

 

 

                      
 

Figure 10(a) S11 and S21 versus frequency of the fabricated PSO based dual band 

filter for 2.5 and 5.3 GHz bands  

 



               
 

Figure 10(b) S11 and S21 versus frequency  of the fabricated PSO based dual band 

filter for 2.5GHz and 5.3 GHz bands  

 

 

 

                  
 

Figure 11(a) S11 and S21 versus frequency  of the fabricated PSO based dual band 

filter for 890 MHz and 1.5 GHz 



 

 

 

 

 

 

 

 

 

 

 

Figure 11(b) S11 and S21 versus frequency of the fabricated PSO based dual band 

filter for 890 MHz and 1.5 GHz 
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SYNTHESIS OF DUALBAND BAND PASS FILTER USING 

MULTI OBJECTIVE PSO 

 

A. Thenmozhi 
Thiagarajar College of Engineering, India 

E-Mail: thenmozhi@tce.edu 

 
ABSTRACT 

A novel synthesis procedure for the design of microwave dualband bandpass filter using multi objective Particle 

Swarm Optimization (PSO) for 3.5 GHz and 5.5GHz Wimax applications is presented in this paper. This filter provides an 

insertion loss within the pass band is around -5 dB and return loss is -35 dB at the first pass band and insertion loss within 

the pass band is around -7 dB and return loss is -15 dB at the second pass band.   

 

Keywords: dualband, bandpass filter, multiobjective, particle swarm, microwave filter, Wimax. 

 

INTRODUCTION 

Multiple frequency bands are necessary for 

reducing the number of components and size of the 

modern wireless communication applications. Recently 

wireless communication systems have increased demand 

for compact and multifunctional and multiband microwave 

filters. Two or more single band filters are combined 

together to form a dualband or multiband filter 

respectively. However, the size of the filter is increased 

and tuning between them is critical. Hence, a single filter 

having two pass bands in desired locations is intricate.  

Several structures have been developed for 

achieving dualband filters [1-9], during 2000s and 2006s, 

using UIR, SIR, OLRR, combline and hairpin structures. 

Another approach is to cascade a band pass filter with a 

band stop filter, requires an additional matching network 

to connect them [10].   

The synthesis of a microwave filters with the 

selection of transfer function that fulfills the electrical 

specifications such as low insertion loss, good flatness 

high rejection level, size and cost. This methodology is 

very attractive for planar filters because of reduced bulk 

and low production cost. Moreover, the location of the 

transmission zero is controlled on either side of the pole 

[11-13]. Unfortunately, more attention is required to 

eliminate the spurious harmonics on either side of the side 

band [13]. Low frequency spurious response is eliminated 

by short circuited stubs, due to via holes complexity is 

increased, and open circuited Capacitive coupled structure, 

getting desired value of capacitance is difficult.  Another 

method is to place zeros on either side of the pole using 

robust optimization techniques. Reduction of spurious 

response is searching the optimal electrical parameters of a 

given circuit topology, although convergence is not 

guaranteed for high selectivity requirements. Genetic 

algorithm has been used to synthesize dual band band pass 

filter using circuit topology as well as corresponding 

electrical parameters [14]. However, the genetic operators 

such as choice, crossover and mutation are relatively 

complex and more space is required [15]. To overcome 

this, a relatively original approach for global stochastic 

optimization is Particle Swarm (PS).  Particle Swarm 

Optimization (PSO) is similar to Genetic Algorithms (GA) 

for performing a global search in the parameter space but 

does not get trapped in local minima.  

In most real world problems multi objective 

(MO) optimization is very common. Twoor more, 

sometimes competing and/or incommensurable fitness 

functions have to be minimized simultaneously [16]. The 

objective functions may be in conflict, thus, in most cases 

it is impossible to obtain for all objectives the global 

minimum at the same point. The goal of MO is to provide 

a set of optimal solutions to the aforementioned problem 

[17]. This paper proposes a novel PSO based synthesis 

procedure for a class of dual band bandpass filters using 

multi objective technique.    

 

METHODOLOGY 

Arbitrary filter structures, satisfying the 

constraints, are formed with the help of transmission line 

elements [18]. The type of transmission line, the mode of 

connection with the neighboring circuit elements and the 

electrical parameters of the corresponding elements are 

shown in Table-1.   
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Table-1. Basic filter elements. 
 

Type Name 
Network 

topology 
Connection 

Electrical 

parameters 

0 TL  Cascade Zo1 1  

1 Sh_TL_OC 
 

 
Cascade Zo1 1  

2 Sh_TL_SC 
 

 
Cascade Zo1 1  

3 Sh_TL2_OC 
 

 
Cascade Zo1 1  Zo2 2  

4 Sh_TL2_SC 

 

 

 

Cascade Zo1 1 Zo1 2  

5 Null  0 0    0 

 

Zo1, Zo2 - Characteristic impedance of the 

transmission line sections.
21, are denoted Electrical 

length of the transmission line section at f0, degrees. 

A typical filter structure is shown in Figure-1. 

Null is a special element used to describe a circuit with an 

arbitrary number of basic circuit elements and orders. 

 

 
 

Figure-1. Basic filter structure. 

 

The Scattering matrix of the filter structure plays 

major role in the evaluation of fitness value. The scattering 

parameter of each filter structure is calculated from the 

ABCD parameters. ABCD parameters of the single filter 

element are decided by their electrical parameters [19]. 

ABCD-matrix T1 for a transmission line by characteristic 

impedance Z1 and electrical length θ1 is 

 
















1

1

1

111

1 cos
sin

sincos




Z
j

jZ

T

                   

(1) 

 

The ABCD-matrix T2 represents the short-

circuited stub section as  

 














 1

tan

1
01

12

2

Z
jT                     (2) 

 

The entire ABCD parameter is the multiplication 

of individual element’s ABCD parameter. For an example 

eight element band pass filter structure is shown in Figure-

1. The ABCD-matrix of the whole structure is  

 





8

1i

iTT                     (3) 

 

The S-Parameter value of a structure is obtained 

from the resultant ABCD values as given by 

 

21

0 0

2
S

A B Z CZ D


                      (4) 

 

0 0
11

0 0

A B Z CZ D
S

A B Z CZ D

  


  
                   (5) 

 

With this scattering parameter value and the 

suitably selected weight values are used to calculate the 

fitness value for the constraint satisfied filter structures.  

Let X be an n-dimensional search space and fi(x), 

i = 1,... ,k, be k objective functions defined over X [16]. 

Assuming, gi(x)≤ 0, i= 1,... ,m, be m inequality constraints, 
the MO problem can be stated as finding a vector 

  Xxxxx n  **

2

*

1

* ,......,  that satisfies the 

constraints and optimizes (without loss of generality and 

1 

2 
4 

5 

6 

7 

8 

3 
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consider only the minimization case) the vector function 

        .,......, 21 xfxfxfxf k  

According to this approach, the overall fitness 

value can be expressed by [17], 

 

 
1

22

1

M

i i

i

S W F


 
   
                     (6) 

 

where Wi is the weighting value on the i
th

 fitness 

value, M is the number of fitness values, Fi is the i
th

 fitness 

value,  and is given by 

 

 
1

k

i j j

j

F w f x


                     (7) 

 

Where wj, j = 1 , . . . , k, are non-negative 

weights. These weights can be either fixed or dynamically 

adapted during the optimization [16]. 

Fitness sharing was introduced by Goldberg and 

Richardson (Goldberg and Richardson 1987), and applied 

successfully to a number of difficult and real world 

problems. The target of fitness sharing is to distribute the 

population over a number of different peaks in search 

space, with each peak receiving a fraction of the 

population in proportion to the height of that peak. To 

achieve this distribution, sharing calls for the degradation 

of an individual’s objective fitness fi by a niche count, 

calculated for that individual. Then the shared fitness is 

[20, 21] 

 

   
  




a

j

raw

share

jidSh

if
if

1

,

                                 (8) 

 

where fraw (i) is the fitness value of ith 

population which was not undergone the sharing function. 

 

Fitness function with constraints 

In this proposed method the design problem can 

be originated from 

 �∗ = ���(min� �(�ሺ�ሻ))                                 

(9) 

 

where P
*
 is the optimum particle, P denotes the 

particle of the PSO, S(P) is the simulated scattering 

parameter of the particle and F is the fitness function to be 

minimized. The fitness function (F), for the synthesis of 

microwave filter defines the error between the actual and 

the simulated response [5] is given by 





N

j

jj fwF
1

                  (10) 

 

where wj is the weighting value at the j
th

 sampling 

point,   2

j j jf d S  and dj and Sj are the magnitude of 

the desired and simulated scattering parameters at the j
th

 

sampling point  respectively. The weight values are chosen 

such that the fitness function is minimized. Constraints for 

this fitness function in the synthesis of filters are that the 

electrical parameters must lie within the lower and upper 

limits so that the fabrication issues and discontinuity 

effects are reduced, the stubs have to be connected in 

cascade if it is in parallel practical realization is difficult 

[19], junctions are to be either step-, tee- or cross-junctions 

other than these cannot be realized practically and the 

location of transmission zero must be defined clearly so 

that the time required to compute frequency response for a 

filter structure is reduced. 

 

Evaluation of fitness function 

The fitness function is minimized by a population 

based stochastic optimization method called PSO. Each 

solution in PSO is like a bird in the solution space, which 

is called particle. All particles have positions representing 

possible solutions that are evaluated by the fitness function 

formed by problems to be optimized, and velocities that 

direct the flying of the particles. The first step is to 

generate n number of random filter structures satisfying 

the constraints, called as particles. The S-Parameter and 

fitness value of all particles are evaluated using equations 

(4), (5) and (6) depends upon the requirement.  In PSO, 

each particle represents an alternative solution in the 

multidimensional search space. The arbitrary filter 

structures formed are the particles in the PSO method. 

Thus these particles are multi-dimensional vectors whose 

trajectories are updated based on the velocity defined by 

its before best success, pbest, and the best success achieved 

by the best particle in the swarm, gbest.  The velocity and 

position of the particles are updated based on the 

following equations: 

 

       , , 1 1 , 2 2 ,1
i n i n pbest i n gbest i n

v t wv t c r Z Z t c r Z Z t              (11) 

 

     1 1
in in in

x t x t v t                     (12) 

 

where xi,n(t)and vi,n(t) are the current location and 

velocity vector of the i
th

 particle in its n
th

 dimension.w is 

the inertia weight used to control global exploration and 

local exploitation of the particles and typically decreases 

linearly from 0.9 to 0.4 during a run, has provided 
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improved performance in a number of applications [22]. c1 

and c2 are the acceleration constants that act as weights to 

provide the relative pull for each particle toward pbest and 

gbest positions. r1 and r2 are two uniformly distributed 

random variables in the range [0,1] to provide a stochastic 

variation in the relative pull towards pbest and gbest. In most 

cases, a parameter Vmax that acts as an upper limit for the 

achievable velocity of the particles is also used to control 

the ability of the particles to search and be confined within 

the search space. However, it has been noted in [23] that 

the particles may still occasionally fly to a position beyond 

the search space, and hence produce an invalid solution.  

Fitness value for this proposed filter synthesis method is 

zero. This algorithm is iterated until the evaluation count 

reaches the maximum value or one of a particle in the 

group reaches the target fitness value. The selection of the 

optimum filter structure depends upon the fitness value. 

Minimum or least fitness value provides the response of 

the filter structure which comes closer to the desired 

output that will provide the optimum filter structure. 

 

VALIDATION OF THE PROPOSED 

METHODOLOGY 

To show the validity of the proposed PSO based 

filter synthesis methodology, a set of band pass filters 

representing various orders in a chosen wireless band is 

designed. A dual-band band-pass filter with the first centre 

frequency at 3.5GHz (fc), second center frequency at 5.5 

GHz, bandwidth of 200 MHz having near 0 dB insertion 

loss in the pass band and -20dB rejection in the transition 

bands of 2 to 3 GHz, 4 to 5 and 6 to 7 GHz is considered. 

To start with one lakh dual-band band-pass filters with 

various orders are generated. The filter structure consists 

of several basic filter elements which were taken from the 

Table-1. The formed filter structure is represented by a 

matrix form, 10x6, as its size is maintained by the null 

element of the filter structure.  From this formed filter 

structures only ten structures/particles satisfied the 

constraints. The electrical parameters of the filter 

structures are generated for the given specifications, using 

Table I, that are taken as the initial particle position of the 

PSO. The electrical parameter values are changed 

iteratively with respect to the obtained Zpbest, Zgbest, θpbest 

and θgbest. The fitness value of the filter structures are 

calculated using equations (6), (7) and (10). The fitness 

value fully depends on the selection of weight value. The 

fitness sharing algorithm is used to cluster the fitness 

values, using equation (8), towards the dual band of the 

filter. The impedance values and electrical lengths of the 

filter structures are optimized using equations (11) and 

(12) until the evaluation count reaches the maximum value 

or one of a particle in the group reaches the target fitness 

value zero or close to zero.  

The proposed PSO algorithm is coded in 

MATLAB. The fitness value of the optimum filter 

structure satisfying the specification is found to be 0.1017. 

The time taken for obtaining the converged filter structure 

solution, as given in Table II, is 102.2 seconds. The rate of 

convergence is shown in Figure-2. It can be seen from the 

figure, the sharp glitches that are seen and are 

automatically removed by the inertia weight values. For 

the chosen specification the optimum filter structure has 

three transmission lines and six open circuited shunt stubs. 

Filter elements and its electrical parameters of the 

Optimum filter structure are given in Table-2. 

 

Table-2. Optimum filter structure and their electrical parameters using PSO. 
 

Type 
Impedance 

( Ω) 
Electrical length (˚) Impedance 

( Ω) 

Electrical 

length (˚) 
Sh_TL2_OC 100.14 65.12 52.97 89.9 

Sh_TL_OC 100 92.3 0 0 

TL 75 112.64 0 0 

Sh_TL2_OC 108.08 107.04 40 94 

TL 37.07 96.35 0 0 

Sh_TL2_OC 71.5 49.42 98.2 41.8 

TL 60.2 112.57 0 0 

Sh_TL2_OC 100.14 65.12 52.97 89.9 

Sh_TL_OC 81.0 121.71 0 0 
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The optimum filter structure obtained from the 

PSO technique is simulated using the simulation software 

ADS2002C. Basic filter elements like TL, Sh_TL_OC, 

Sh_TL_SC, Sh_TL2_OC and Sh_TL2_SC are joined 

together to form the final filter structure. The layout of the 

filter structure is shown in Figure-3. 

 

 
 

Figure-2. Convergence rate diagram for PSO based dual-

band band pass filter. 

 

 
 

Figure-3. Layout of the optimum dual band bandpass 

filter structure. 

 

The Insertion and return loss versus frequency are 

shown in Figure-4. For the simulated model, as shown in 

Figure-4(a), the insertion loss is < -2 dB in the required 

first and second pass bands of 200MHz, the return loss of -

15.5 dB at the first center frequency and -35 dB at the 

second center frequency. The measured response is shown 

in Figure-5(b). The measured insertion loss within the pass 

band is around -5 dB and return loss is -35 dB at the first 

pass band and insertion loss within the pass band is around 

-7 dB and return loss is -15 dB at the second pass band. 

Insertion loss of the filter is around -5 dB in the pass band, 

due to the different types of filter elements which are 

connected together lead to discontinuity effect. It is also to 

be noted that time taken for the selection of optimum filter 

structure is less, roughly 102 sec. as compared to 7.0 hours 

taken for particle generation with constraint. 

 

 
 

Figure-4(a). S11 and S21 responses of the simulated PSO 

based dual band filter. 

 

CONCLUSIONS 

This chapter proposes a novel and efficient 

synthesis method for a high performance dual band, multi 

objective band pass filter for wireless applications using 

PSO.  The PSO has been used to model the distributed 

filter structure in terms of the scattering parameters. The 

proposed design approach is validated by simulation band 

pass filter on a microstrip platform using glass epoxy 

substrate. It is an efficient tool to design a filter but the 

insertion loss of the filter is high due to the discontinuity 

effect. It is to be noted that the fine tuning of the line 

dimensions is required to nullify the losses due to 

discontinuity. 
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